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Task Setting

Our method registers multiple NeRF blocks. (a) One of the collected objects 
from the Objaverse dataset. We render the images from a predefined camera 
trajectory to construct our training data. (b) NeRF models are trained in different 
coordinate frames. (c) Our method aligns NeRF blocks into the same coordinate 
frame without accessing raw image data.

Training Data Rendered from 3D Objects

Training Loss

 Surface Field Loss   
    Definition: 
    The surface field is the differential probability of the ray hitting a surface  

at a given point X.

 Confidence Loss

 Correspondence Loss

 Final Loss

Network Architecture

1) Extract the pairwise voxel grid and a binary mask from the source and target NeRF. 
2) Feed the voxel grid and a binary mask into the 3D feature pyramid network to extract 
voxel features. 
3) Downsample the extracted voxel grid features by their spherical neighborhood. 
4) Strengthen the resulting source and target features features by a transformer, where 
a self-attention layer is used to enhance the intra-contextual relations, and a cross-
attention layer is used to learn the inter-contextual relations. 
5) Decode the features into correspondences and their corresponding confidence 
scores by a single-head attention layer.

Quantitative Results

Qualitative Results

CHECK OUT OUR PROJECT PAGE 
FOR MORE DETAILS!

    https://aibluefisher.github.io/DReg-NeRF

RESULTSAPPROACH

ℒconf = BCE(�src, �src) + BCE(�tgt, �tgt)

ℒfinal = ℒconf +�1ℒsf +�2ℒcorr+�3ℒfeat

ℒcorr = �(�||�∗(�i) − �i||; �, �)

ℒsf =
1
�||�([�src,�tgt]) + �([�src,�tgt])||1


