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BARF is very popular in jointly optimizing camera poses and per-scene 
NeRFs. However, bundle-adjusting Generalizable NeRF is more challenging.

 Can we bundle-adjust Generalizable NeRF as is done in BARF?
   Yes. But not as simple as BARF...

(1) Nearby views are selected from a scene graph since the camera poses are unknown.
(2) Image features are extracted by FPN.
(3) In stage A, the image feature of the target view is warped to each nearby view by the 
corresponding current camera poses and depth, a cost map is constructed by the image 
feature difference.
(4) In stage B, we utilize a generalizable NeRF to predict image color and density value, 
and the final image is rendered by volume rendering.
(5) In stage C, the pose optimizer and the generalizable NeRF are jointly learned.
(6) Finally, our network outputs the posed images.

Check out our project page for more 
details and discussions!
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