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The Modern Neural 3D Reconstruction System
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Part #1

Develop Distributed System and Neural Scene Representations for
3D Reconstruction, Rendering, and Geometry Understanding
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Key Challenges

Reconstruct majorly from 2D images

Reconstruct 3D scenes beyond single server

Reconstruct 3D scenes at arbitrary scale
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Works well on small scale scenes, but fragile and slowly on wild large-scale areas

Structure from Motion



Seminal Papers of SfM

Photo Tourism

COLMAP

• Noah Snavely, Steven M. Seitz, Richard Szeliski, Photo tourism: Exploring photo collections in 3D. TOG 2006
• Johannes L. Schonberger, Jan-Michael Frahm. Structure from Motion Revisited. CVPR 2016
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Main Idea

Robustness in Structure from Motion

Global SfM

Matches 

Refinement

Adaptive 

Graph Partition

Local SfM

...

View Graph

Adaptive 

Global Alignment

Global

Bundle Adjustment

Retriangulation

IMU +

Wheel Encoders Images

Local SfM

Local SfM

• Fuse low-cost sensor data into vision-based view graph

• Leveraging global SfM guidance
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Main Idea

Effectiveness of Augmented View Graph

Data source: https://www.4seasons-dataset.com

Global SfM from raw view graph Global SfM from augmented view graph Global SfM from raw view graph Global SfM from augmented view graph
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https://www.4seasons-dataset.com/
https://www.4seasons-dataset.com/
https://www.4seasons-dataset.com/


Main Idea

Efficiency in Structure from Motion

Global SfM

Matches 

Refinement
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Graph Partition

Local SfM

...

View Graph

Adaptive 

Global Alignment

Global

Bundle Adjustment

Retriangulation

IMU +

Wheel Encoders Images

Local SfM

Local SfM

• Divide-and-Conquer: Split large scene into smaller blocks

• Leveraging distribute computing resources
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Main Idea

Robustness in Structure from Motion

Global SfM

Matches 

Refinement

Adaptive 

Graph Partition

Local SfM

...

View Graph

Adaptive 

Global Alignment

Global

Bundle Adjustment

Retriangulation

IMU +

Wheel Encoders Images

Local SfM

Local SfM

• Fuse low-cost sensor data into vision-based view graph

• Leveraging global SfM guidance

• Adaptive alignment to handle scale ambiguity
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Main Idea

Robustness in Structure from Motion – Adaptive Alignment

Result from Global SfM 

partition1 partition2 partition3
partition4 partition5

Final Result

adaptive alignment
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Main Idea

Robustness in Structure from Motion – Adaptive Alignment

(a)-(d) are alignment results by using different fixed inlier threshold within RANSAC; (e) is the result with 

our adaptive global alignment algorithm with an initial inlier threshold 1.0.

(a) (b) (c) (d) (e)

• Similarity transformation estimation is crucial!

• Outliers in registered camera poses

• Unknown absolute scale of inlier threshold
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Global SfM

Matches 

Refinement

Adaptive 

Graph Partition

Local SfM

...

View Graph

Adaptive 

Global Alignment

Global

Bundle Adjustment

Retriangulation

IMU +

Wheel Encoders Images

Local SfM

Local SfM

17

Highlight

AdaSfM accelerates SfM by 3-5 times on single machine (~12 times
on 3 servers) with higher camera pose accuracy



Results
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Reconstruction on Autonomous Driving Datasets

Comparison of runtime and accuracy on the 4Seasons datasets. T denotes the runtime (in minutes). Nc, Np 

denote the number of registered images and 3D points, respectively. R, t denotes the mean rotation error (in 

degrees) and translation error (in meters), respectively, and we highlight the best results in bold.  

P. Wenzel, et, al. 4seasons: A cross-season dataset for multiweather SLAM in autonomous driving. GCPR 2020
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Reconstruction on Autonomous Driving Datasets

Comparison to COLMAP

AdaSfM (ours)COLMAP
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Reconstruction on Autonomous Driving Datasets

Comparison to COLMAP
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Reconstruction on Self-Collected Datasets

Comparison to COLMAP

COLMAP (HFNet) Ours (HFNet) COLMAP (superglue) Ours (superglue)

B
6

7
11
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Reconstruction on Self-Collected Datasets

Aerial Images



Reconstruction on Self-Collected Datasets

Aerial Images
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AdaSfM

ICRA 2023

Part #1

Develop Distributed System and Neural Scene Representations for
3D Reconstruction, Rendering, and Geometry Understanding
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Yu Chen, Gim Hee Lee, DOGS: Distributed-Oriented Gaussian Splatting for Large-Scale 3D Reconstruction Via Gaussian Consensus. NeurIPS 2024

DBARF

CVPR 2023
DReg-NeRF

ICCV 2023

v v

DOGS

NeurIPS 2024



Key Challenges

Reconstruct majorly from 2D images

Reconstruct 3D scenes beyond single server

Reconstruct 3D scenes at arbitrary scale
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Works well on small scale scenes, but too slow when trained on large-scale areas

Neural 3D Reconstruction using 3DGS



Key Challenges

Room Scale / Object-centric Scenes with 3DGS
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Highlight

DOGS accelerates 3DGS training by 6+ times with

better rendering quality on five compute nodes

Point Clouds Novel View Rendering

Visualization Results Recorded on Web Viewer (MacBook m1 chip, 8GB memory)
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Point Clouds After Training (12.5 M 3D Gaussians) Novel View Rendering



Main Idea

Divide-and-Conquer

Scene Splitting Block 3D Gaussians

GS Consensus

Global 3D Gaussians

Assign points & views

GS Sharing

Splatting

Synthesized Views

Algorithm Pipeline
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Main Idea

Divide-and-Conquer: Scene Splitting

Point Clouds in 3D Space
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Main Idea

Divide-and-Conquer: Scene Splitting

Project 3D point clouds onto
ground plane
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Main Idea

Divide-and-Conquer: Scene Splitting

Splitting along the longer axis
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Main Idea

Divide-and-Conquer: Scene Splitting

Intersected Blocks
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Main Idea

Divide-and-Conquer: Consensus and Sharing

Global 3D Gaussians
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Main Idea

Divide-and-Conquer: Consensus and Sharing

Global 3D GaussiansBlock 3D Gaussians
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Main Idea

Divide-and-Conquer: Consensus and Sharing

Distributedly trained
on K slave nodes

How to ensure the consistency of the shared 3D Gaussians in different blocks?

Block 3D Gaussians
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Main Idea

Divide-and-Conquer: Consensus and Sharing

Block 3D Gaussians
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Main Idea

Divide-and-Conquer: Consensus and Sharing

Block 3D Gaussians Global 3D Gaussians
GS Sharing
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Main Idea

Divide-and-Conquer: Consensus and Sharing

Block 3D Gaussians Global 3D Gaussians
GS Sharing

GS Consensus

39



Results
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Reconstruction on Large Scale Scenes

• Haithem Turkish, et, al. Mega-NeRF: Scalable Construction of Large-Scale NeRFs for Virtual Fly Throughs. CVPR 2022
• Zhenxing Mi, Dan Xu. Switch-NeRF: Learning Scene Decomposition with Mixture of Experts for Large -scale Neural Radiance Fields. ICLR 2023
• Lin Jiaqi, et, al. VastGaussian: Vast 3D Gaussians for Large Scene Reconstruction, CVPR 2024
• Kerbl, et, al. A Hierarchical 3D Gaussian Representation for Real-Time Rendering of Very Large Datasets, SIGGRAPH 2024

Higher Fidelity Novel View Synthesis
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Reconstruction on Large Scale Scenes

Faster Training Speed than 3DGS

42

• Haithem Turkish, et, al. Mega-NeRF: Scalable Construction of Large-Scale NeRFs for Virtual Fly Throughs. CVPR 2022
• Zhenxing Mi, Dan Xu. Switch-NeRF: Learning Scene Decomposition with Mixture of Experts for Large -scale Neural Radiance Fields. ICLR 2023
• Lin Jiaqi, et, al. VastGaussian: Vast 3D Gaussians for Large Scene Reconstruction, CVPR 2024
• Kerbl, et, al. A Hierarchical 3D Gaussian Representation for Real-Time Rendering of Very Large Datasets, SIGGRAPH 2024



Reconstruction on Large Scale Scenes

Ground Truth Mega-NeRF Switch-NeRF 3D GS VastGaussian Ours

Higher Fidelity Novel View Synthesis – Mill19
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Reconstruction on Large Scale Scenes

Higher Fidelity Novel View Synthesis – UrbanScene3D

Ground Truth Mega-NeRF Switch-NeRF 3D GS VastGaussian Ours
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Reconstruction on Large Scale Scenes

Higher Fidelity Novel View Synthesis
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Reconstruction on Large Scale Scenes

Importance of Consensus and Sharing

• w.o. CS: our method without the 3D Gaussian consensus
46

w.o. CS full model w.o. CS full model



Limitations
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Decoupled Camera Pose Estimation and Scene Reconstruction
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Part #2

Develop Distributed System and Neural Scene Representations for
3D Reconstruction, Rendering, and Geometry Understanding
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Yu Chen, Gim Hee Lee, DBARF: Deep Bundle-Adjusting Generaliable Neural Radiance Fields. CVPR 2023
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Chen-Hsuan Lin, et, al. BARF: Bundle-Adjusting Neural Radiance Fields. ICCV 2021
49

Bundle-Adjusting Neural Radiance Fields

NeRF w/ full positional encoding BARF

• Pros

• Refine inaccurate camera poses

• Cons

• Trained on per-scene NeRF

• Camera poses initialization



Generalizable Neural Radiance Fields

2

. 

3

. 

1

. 

Qianqian Wang, et, al. IBRNet: Learning Multi-View Image-Based Rendering. CVPR 2021
50

Can we bundle-adjust GeNeRF like BARF?



Bundle Adjusting GeNeRF is Difficult

Chen-Hsuan Lin, et, al. BARF: Bundle-Adjusting Neural Radiance Fields. ICCV 2021
51

Initial Poses

(BEV, iter=0)

Optimized Poses 

(BEV, iter=10000)

Optimized Poses 

(SV, iter=20000)

B
A

R
F
→

G
eN

eR
F

We adopted a pretrained GeNeRF model and constructed a N × 6 learnable pose embedding like BARF. The pose 
embedding is jointly trained with the GeNeRF model and optimized by Adam with a learning rate 1e − 5.



Image feature space is highly non-smooth

Image ResNet Feature FPN Feature
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Key Idea

ta
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v
ie

w

nearby view B 

nearby view A 

outlier feature

outlier featureinaccurate pose

inaccurate pose

1. Relative poses are all we need 2. Smooth Cost Map as an Implicit Loss

Occlusion contributes feature outliers

Smooth Cost Feature Map for Joint Relative Poses

and GeNeRF Optimization

feature-metric error

The overall update ∆p can be 
more effectively estimated from 
pixel value differences with a
smooth signal

Chen-Hsuan Lin, et, al. BARF: Bundle-Adjusting Neural Radiance Fields. ICCV 2021



Key Idea

GeNeRF 𝐂, 𝐃

view selection

Pose 

Estimator

𝐏ij

Depth 

Estimator

𝐃i

Stage A

Stage B

S
ta

g
e
 C

Posed Images

∆𝐏ij ∆𝐃iCost Map

Feature Backbone

𝐂: rendered target image    𝐃: rendered depth

𝐏ij: relative camera poses  𝐃i: predicted depth
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Smooth Cost Feature Map for Joint Relative Poses

and GeNeRF Optimization



Results
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Novel View Synthesis

Comparable Results Compared to NeRF with GT Poses
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Novel View Synthesis

Comparable Results Compared to NeRF with GT Poses

flower

horns

Ground Truth IBRNetBARF Ours
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Novel View Synthesis

Comparable Results Compared to NeRF with GT Poses

orchids

leaves

Ground Truth IBRNetBARF Ours
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Novel View Synthesis

When poor camera poses are provided to NeRF - ScanNet
sc
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Novel View Synthesis

When poor camera poses are provided to NeRF - ScanNet

59

Quantitative results of novel view synthesis on ScanNet dataset after finetuning.
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Develop Distributed System and Neural Scene Representations for
3D Reconstruction, Rendering, and Geometry Understanding
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Yu Chen, Gim Hee Lee, DReg-NeRF: Deep Registration for Neural Radiance Fields. ICCV 2023
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NeRF Registration

Register a pair of NeRF models that are trained in different coordinate frames
into a same coordinate frame

(a) Objaverse
(c) DReg-NeRF aligns NeRF 

blocks into the same coordinate 

frame without accessing raw image 

data

(b) NeRF models are trained in 

different coordinate frames
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Seminal Work

nerf2nerf: Pairwise Registration of Nueral Radiance Fields

Lily Goli, et, al. nerf2nerf: Pairwise Registration of Nueral Radiance Fields. ICRA 2023

Limitations

Initialized from human annotated keypoints

Based on traditional optimization method
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Key Idea

Data Driven; End-to-End

Source NeRF

3D FPN TransformerVoxel GridTarget NeRF Feature Points
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NeRF2NeRF

Initialized from human annotated keypoints

Based on traditional optimization method

Ours (DReg-NeRF)

Generalizable

End-to-end



Key Idea

Data Driven; End-to-End
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Key Idea

NeRF Feature Extraction
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Key Idea

Enhanced Feature with Transformer
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Dataset Construction

Matt Deitke, et, al. Objaverse: A Universe of Annotated 3D Objects. CVPR 2023

NeRF2NeRF

Not data driven

Contain only 6 synthesized scenes

67

Absence of Training Data for NeRF Registration



Dataset Construction

Matt Deitke, et, al. Objaverse: A Universe of Annotated 3D Objects. CVPR 2023
68



Dataset Construction

Matt Deitke, et, al. Objaverse: A Universe of Annotated 3D Objects. CVPR 2023
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Selected 30+ categories, each category contains 40-80 objects

Collected 1700+ 3D objects from Objaverse dataset

Render 120 images from distinct view points per object with blender

Take one week with 8 concurrent processes



Dataset Construction

Matt Deitke, et, al. Objaverse: A Universe of Annotated 3D Objects. CVPR 2023
70

Trained 1,700+ pairwise NeRF models

Trained 1700+ pairwise NeRF models with the collected objects

Images are split into two blocks by KMeans

Perturb the coordinate frame with a randomly generated 3D transformation

Take one week with a 4090 GPU
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Lantern 0231 

Before Registration

After Registration

Rendered Image (source nerf) Rendered Depth (source nerf) Rendered Image (target nerf) Rendered Depth (target nerf)

aligned (pred)

unaligned

aligned (gt)

Generalize to Unseen Objects
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Lampshade ab66 

aligned (pred)

unaligned

aligned (gt)

Rendered Image (source nerf) Rendered Depth (source nerf) Rendered Image (target nerf) Rendered Depth (target nerf)

Before Registration

After Registration

Generalize to Unseen Objects
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Inspired Follow-up Work

75
Jiahao Chang, et, al. GaussReg: Fast 3D Registration with Gaussian Splatting. ECCV 2024

GaussReg – Scene Level



What is Next?

From 3D reconstruction to 3D foundation model
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From DUSt3R to VGGT

• Shuzhe Wang, et.al. DUSt3R: Geometric 3D Vision Made Easy. CVPR 2024
• Jianyuan Wang, et.al. VGGT: Visual Geometry Grounded Transformer. CVPR 2025 Best Paper Award

77

Two Views to Multiple Views

DUSt3R VGGT



3D Foundation Model
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Camera Pose Estimation Depth Estimation

Dense Reconstruction Image Matching

Unified Model

Scene Understanding

Scene Generation
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Thanks for you listening!
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